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§  Numerical time integration  
Ø  Finite difference approximation for derivatives 

v  Explicit method 
v  Implicit method 
v  Semi-implicit method 
v  Implicit-explict (IMEX) method 
v  Higher order method 

 

§  BRAMS model 

§  Prediction under intense convection (CZSA) 
 

§  Final remarks 
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§  Finite difference: advection/convection equation   
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§  Finite difference: advection/convection equation   
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§  Finite difference: advection/convection equation   
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§  Finite difference: advection/convection matrix form 
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§  Time integration: explicit method first order 

 
§  Time integration: implicit method first order 
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§  Time integration: semi-implicit (Crank-Nicolson) method  

 
§  Time integration: explicit (Leafrog) second order 
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§  Explicit Runge-Kutta 1st order 

 

§  Implicit Euler method 
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§  Semi-implicit Crank-Nicolson method 
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§  Runge-Kutta 2nd order   
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§  Runge-Kutta 2nd order   
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§  Runge-Kutta 3rd order   
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§  Implicit-Explicit (IMEX) method 
§  Equation:   non-stiff   and  stiff   components   
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§  Implicit-Explicit (IMEX) method 
§  Equation:   non-stiff   and  stiff   components   
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§  Why other method for time integration?  

1.  For enhancing the numerical precision 

2.  To explore a new stability region: larger Δt! 

3.  Larger Δt è for reducing the CUP-time to do a 
numerical prediction for finer spece resolution. 

 

		Numerical	>me	integra>on	
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BRAMS:  
Brazilian developments to the RAMS 
 
RAMS: 
Regional Atmospheric Modeling System 
Developed by the Atmospheric Science Department of the Colorado 
State University (USA) 
 

BRAMS is a meso-scale atmospheric simulator 
 

BRAMS can represent different atmospheric 
processes on several space scales. The model 
employs a telescopic nested computer grid. 

		BRAMS	model	
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An atmospheric model able for simulating several types of the 
atmospheric flows, from large scale circulations up to microscale. 
 
Starting its development at 70’s:  
 
       Mesoscale model (Pielke,1974)  
       Model of clouds (Trípoli e Cotton, 1982) 
 
First version (1986) ⇒  Department of Atmospheric Sciences 
                                      Colorado State University (CO, USA) 

		RAMS:	Regional	Atmospheric	Model	System	



 

BRAMS:	Atmospheric	simulaFon	model	
 
 

		BRAMS:	represented	processes	
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Eulerian transport model:  
CCATT-BRAMS atmospheric model 

n  in-line Eulerian transport model fully coupled to the atmospheric dynamics 
n  suitable for feedbacks studies 
n  tracer mixing ratio tendency equation 

 

 
 
 
n  adv               grid-scale advection 
n  PBL turb       sub-grid transport in the PBL 
n  deep conv      sub-grid transport associated to the deep convection     
                             including downdraft at cloud scale 
n  shallow conv  sub-grid transport associated to the shallow convection 
n  W                  convective wet removal  
n  R                   sink term associated with dry deposition or chemical transformation 
n  Q                  source emission with plume rise sub-grid transport. 
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Eulerian transport model:  
CCATT-BRAMS atmospheric model 

n  in-line Eulerian transport model fully coupled to the atmospheric dynamics 
n  suitable for feedbacks studies 
n  tracer mixing ratio tendency equation 

 

 
 
 
n  adv               grid-scale advection 
n  PBL turb       sub-grid transport in the PBL 
n  deep conv      sub-grid transport associated to the deep convection     
                             including downdraft at cloud scale 
n  shallow conv  sub-grid transport associated to the shallow convection 
n  W                  convective wet removal  
n  R                   sink term associated with dry deposition or chemical transformation 
n  Q                  source emission with plume rise sub-grid transport. 
n  chem. reactions  
n  4dda             large-scale data assimilation via Newtonian relaxation (nudging). 
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BRAMS:	Atmospheric	simulaFon	model	
Chemical	process		

 
 

		BRAMS:	represented	processes		
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      BRAMS environmental prediction 
Pollutant  emission by forest 
fires and urban-industries 

Regional scale 

Large scale 

Mega-cities 



 

Hybrid	compuFng:	CPU	mulF-core	+	GP-GPU	
	

BRAMS:	Atmospheric	simulaFon	model		
Dynamical	core:	codified	on	CPU	
Turbulence	models: codified on GPU	

o  Smagorinsky	(1963)	

o  Mellor-Yamada	(1982)	

o  Taylor	based	approach	(1998)	
 
 

		BRAMS	in	Hybrid	computers	
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Hybrid	compuFng:	CPU	mulF-core	+	GP-GPU	
	

Smagorinsky	on	GP-GPU	
	

o  CUDA	(Nvidia)	implementaFon	

o  OpenCL	implementaFon	
 
 

		BRAMS	in	Hybrid	computers	
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Hybrid	compuFng:	CPU	mulF-core	+	GP-GPU	
	

Smagorinsky	on	GP-GPU	
	

o  CUDA	(Nvidia)	implementaFon	

o  OpenCL	implementaFon	
 

40 km    (GPU: Fermi  vs  Kepler)     20 km 

		BRAMS	in	Hybrid	computers	
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		BRAMS	–	research	in	progress	…	
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      BRAMS 5.2 (new version)  
    Air quality and weather prediction 



		BRAMS	–	New	version	5.2	
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Networking	BRAMS,	CCATT-BRAMS,	RAMS	



      BRAMS 5.2 for weather prediction 



      BRAMS 5.2 for weather prediction 



B-RAMS is a free software  
    http://brams.cptec.inpe.br 



§  Testing with 48 h of simulation 

§  Horizontal resolution: Δx = Δy = 20 km 

§  Weather consition: rain-fall under CZSA. 

§  Initial and boundary conditions:  
     from CPTEC-INPE AGCM: T126L28 
     T126: truncation at wave number 216 
     L28: vertical levels considered 

 

BRAMS	5.2	with	3rd	Runge-Ku9a	
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§  Simulation domain 

 

BRAMS	5.2	with	3rd	Runge-Ku9a	
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§  Precipitation fields: RK3 (Δt = 45 sec)   

 

BRAMS	5.2	with	3rd	Runge-Ku9a	
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§  Precipitation fields: LF (Δt = 45 sec)   

 

BRAMS	5.2	with	3rd	Runge-Ku9a	
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§  Precipitation fields: RK3 (Δt = 60 sec)   

 

BRAMS	5.2	with	3rd	Runge-Ku9a	
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§  RK3 (Δy = 60 sec) vs. LF (Δt = 45 sec)     

 

BRAMS	5.2	with	3rd	Runge-Ku9a	
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§  RK3 (Δy = 60 sec) vs. RK3 (Δt = 45 sec)     

 

BRAMS	5.2	with	3rd	Runge-Ku9a	
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§  Rain-fall simulation under CZSA with BRAMS 5.2 

§  Runge-Kutta 3rd order was effective, and the 
stability condition was 1/3 larger then Leapfrog. 

 

			Simula>ons	comparisons:	CZSA	
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§  Other simulations 

 

			Simula>ons:	El	Niño,	CZSA,	ITCZ		(not	shown)		
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     Arakawa grid-C               Velocity components and Temperatue 

 

			Parallel	implementa>on	
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     Strategy: indenpendent domain decomposition 

 

			Parallel	implementa>on	
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     Strategy: old fashion - Leapfrog 

 

			Parallel	implementa>on	
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     Strategy: new approach – Runge-Kutta 3rd order 

 

			Parallel	implementa>on	
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Cluster  
Lacibrido 

3 Nodes FPGA  
(2014) 

3 Nodes FPGA 
(2015) 

4 Nodes ARM 
(2015) 

8 Nodes 2013 
(1, 2, …, 7) 

4 Nodes HP 
(storage) 

5 Nodes ARM 
(2014) 

Nodes FPGA (2014): 
2 proc. Intel 12-cores 
GPU K20 
Xeon Phi 60-cores 
FPGA Virtex-7 

Nodes 1,2, …, 7 (2013): 
2 proc. Intel 10-cores 
2 GPU K20 
FPGA Virtex-6 

Nodes FPGA (2015): 
2 proc. Intel 12-cores 
1 GPU K80 
Xeon Phi (Knights Corner) 60-core 
FPGA Virtex-7 

Nodes ARM (2014): 
5 AppliedMicro 8-core  
(Calxeda: we can’t buy) 

Nodes ARM (2015): 
8 Cavium ThunderX 48-cores 



  BRAMS RK3: efficienty   (Hybrid cluster – only CPU multi-core) 

 
 

			Parallel	implementa>on	–	efficiency		
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Final Remarks 
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1.  Leapfrog (LF) and Runge-Kutta 3rd (RK3) order 
produced similar results to simulate the SACZ 
event. RK3 remain stable for a greater dt than LF.  

2.  Other simulations with rainfall events (El NiÑo and 
ITCZ) obtained similar results. 

3.  Parallel version to the RK3 was effective. The code 
needed to be modified.   

4.  The performance for 40-cores (superlinear) and 80-
cores (very poor) deserve to be more investigation. 
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